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Information on the atom jump processes during the establishment and destruction of
long-range order can be gained from measurement of residual electrical resistivity (REST).
By its nature this very sensitive method yields an integral signal, so theoretical efforts are
mandatory to properly understand how the single atom jumps work together in generating
it. As a valuable approach we report on Monte Carlo simulations of atom kinetics which
process the individual jumps into macroscopic configurational changes. In order to create a
more reliable quantitative basis for individual jump frequencies we propose ab initio
calculations of defect energies and migration profiles, a method which has become
increasingly accessible in recent years. When experimental investigation is enlightened by
combining these two theoretical methods, we expect deep insight into the hierarchy of
atomic movement during changes of the ordered state. First steps towards such an ideal
program are discussed. An outlook is given how the theoretical methods described offer
structural and kinetic information on various scales and in different systems.
C© 2004 Kluwer Academic Publishers

1. Introduction
Intermetallics have been one of the foremost topics
in materials science for years due to their techni-
cal application as high-temperature structural materi-
als [1, 2]. Recently some of these compounds have
been proposed as magnetic or magneto-optical high-
density information storage media [3, 4] and novel
high-temperature actuators [5, 6]. The basis for all
projects aiming at the design of innovative materials
for future high-performance technical applications is a
thorough knowledge of the atomistic processes deter-
mining structural changes and stability. Many of the de-
sired properties of intermetallics are intimately linked
to a high degree of chemical long-range order (LRO).
It is therefore very important to understand the atom
jump processes leading to changes of order.

How can details of the atomic movement be ob-
served in intermetallic alloys? Usual diffusion exper-
iments e.g., by measuring tracer diffusivity [7, 8] or as
recently by using a SIMS (secondary ion mass spec-
troscopy) analysis of the diffusion of a corresponding
stable isotope [9, 10] give information on atom jumps
during long-range diffusion keeping constant on aver-
age the degree of LRO (‘steady state diffusion’). The
same holds for the observation of the atomic jump vec-
tor by various scattering methods under equilibrium
conditions [11, 12].

A completely different approach concerns so-called
‘order-order’ relaxation experiments [13, 14]. In this

case, the system under observation is slightly pushed
out of its thermodynamical equilibrium state at a
constant temperature by the application of a corre-
spondingly small temperature shift, and the subsequent
relaxation into a new thermodynamic equilibrium is
carefully observed. During such order relaxation exper-
iments just those atom jumps are observed which enable
a change in the degree of LRO. In this way the processes
can be studied which are liable to destroy thermody-
namic stability of the intermetallics and their corre-
sponding advantageous mechanical high-temperature
properties.

Interestingly, there is up to now only one experimen-
tal method with the necessary high precision so that
the very small changes of the degree of order which
correspond to slight changes of temperature can be re-
solved. This is the measurement of residual resistome-
try (REST) which is known for its ultra-high sensitivity
for structural changes [15]. More details about this in-
teresting method will be given in the next section.

REST measurements yield an integral signal com-
posed of several effects, and considerable experience
is necessary to separate them correctly. We are of
course interested to interpret the macroscopic kinet-
ics in the light of what is happening at the atomic
scale. What is needed is firstly as detailed informa-
tion as possible on the single atom jump in different
environments, secondly a method to sum up the in-
dividual atom jumps statistically and therefore arrive
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at the mesoscopic/macroscopic kinetic behaviour. The
latter task can be fulfilled by kinetic Monte Carlo (MC)
algorithms. Section 3 of this paper is dedicated to a dis-
cussion of how to apply MC simulations in the study of
ordering/disordering kinetics in intermetallics, together
with the limitations and problems that have to be taken
care of.

Striving to obtain a valid description of the single
atomic jump process we cannot ignore that quantum-
mechanical first principles calculation of materials pa-
rameters have become more and more accurate in recent
years in parallel with the exponentially increasing com-
puting capacity. Reliable defect formation energies for
antisite atoms or vacancies on the different sublattices
can be determined with an error margin below 0.1 eV.
The energy profile encountered by a migrating atom can
be obtained by quasi-static displacement of the atom,
relaxing the neigbourhood atoms at each step. A molec-
ular dynamics simulation would yield additional infor-
mation on effects of motion. It is necessary, however, to
find suitable potentials for the interacting atoms con-
sidered. In view of the excellent tools available, it is
altogether imperative to do some first-principles calcu-
lations of crystal defect properties in intermetallics, es-
pecially of those which mediate atom jumps and atomic
diffusion. In Section 4 therefore modern methods are
shortly sketched and it is shown how properties like de-
fect formation and migration enthalpies and migration
profiles can be calculated directly.

It can be hoped that combining crystal defect prop-
erties as calculated by ab initio methods with advanced
kinetic MC simulation methods and comparing the re-
sults to the experiments of ‘order-order’ relaxations by
REST will give a deep insight into the atom kinetics in
intermetallic alloys.

2. Study of atom jumps in intermetallics by
investigating ‘order-order’ relaxations

The study of ordering kinetics during an order-disorder
transformation has been in the focus of research in al-
loy physics and materials science for several years. The
formation of the LRO state from a disordered solid so-
lution is of course a complex phenomenon involving
several mechanisms which occur simultaneously [16]
and depends on the actual phase transition, first order
or higher order. This complexity concerns theoretical
considerations but even more experimental studies, be-
cause the individual processes cannot easily be sepa-
rated from each other.

A way out of this problem is to first generate a highly
ordered state in the sample and then to study fine vari-
ations of the degree of LRO, so-called ‘order-order’
relaxations. In this case after equilibrating the system
at a certain degree of order, it is suddenly pushed out of
its equilibrium state, for example by changing abruptly
the annealing temperature by a small amount. Subse-
quently the relaxation into the new equilibrium state
which corresponds to the new annealing temperature is
recorded.

It is obvious that in highly ordered intermetallics
the variation of the order parameter following a sud-

den temperature change of only 10–20 K is minute,
that is in the order of magnitude of 0.1% or less. At
present, the only experimental method with a resolu-
tion high enough for these extremely small changes of
LRO is that of residual resistometry (REST). In this
method of resistivity measurement the measuring pro-
cedure is done at low temperatures such as liquid nitro-
gen or liquid helium temperature and separated from
the annealing treatment at sufficiently high tempera-
ture as necessary to establish a thermodynamical equi-
librium of the atomic distribution. The current state of
the sample after each annealing treatment is frozen in
by a fast quench to the low (and constant) measuring
temperature. This way the phonon contribution is kept
constant and very small so that an ultra-high accuracy
is achieved (resolution of about 10−5 for changes in
LRO parameter well below the order/disorder transition
temperature).

Electrical resistivity is affected by changes of LRO
due to diffuse scattering of conduction electrons and
in addition by superlattice Bragg scattering, which
changes the effective density of conduction electrons.
Using an appropriate pseudopotential formalism for
the electron scattering and considering the change in
the effective density of conduction electrons in an ap-
proximate way by comparing with magnetic systems,
Rossiter [17] arrived at a comparatively simple depen-
dence for the temperature independent part of resistivity
on the degree of homogeneous LRO:

ρLRO/ρD = (1 − η2)/(1 − A · η2). (1)

η is the LRO-parameter, the coefficient A (used as a
single fit parameter when calculating η directly from re-
sistivity measurement) depends upon the relative posi-
tions of the Fermi surface and the superlattice Brillouin
zone boundaries. Equation 1 is of astonishing valid-
ity as recently checked by parallel measurements of
resistivity and X-ray scattering [18, 19]. There is still
missing, however, a more rigorous approach to LRO-
resistivity which considers realistic band structures and
takes into account deviations from homogeneity in a
structure containing antiphase boundaries.

Whereas a description of the experimental method
in full length is given in several original papers the
value of these experiments will be explained here by
means of some selected examples. As a first example
a small-step annealing treatment on equiatomic FePd
is shown in Fig. 1. FePd belongs to a subgroup of in-
termetallics which due to their L10-ordering display a
marked mechanical and magnetic anisotropy. This is
the reason why they recently became technically inter-
esting as high density data storage media [3, 4]. Since
the anisotropy is strictly linked to a high degree of LRO,
it is of course of vital importance to study the atomic
jump processes which lead to changes of the degree
of LRO. The REST measurements of Fig. 1 reflect
changes of LRO during order-order relaxations. From
the behaviour of the relaxation curves it can be decided
that the same final plateau values are achieved for up-
steps and down-steps to the same annealing tempera-
ture (stable equilibrium values). A kinetic analysis of
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Figure 1 Small-step annealing treatment of FePd to study ‘order-order’ relaxations between definite states of LRO [20]. Some corresponding annealing
temperatures are indicated.

the individual relaxation curves yields relaxation times
corresponding to the involved processes which can be
compiled in an Arrhenius-plot leading to activation en-
ergies [20].

As a further example of the advantages of REST in
Fig. 2 the change of resistivity of Cu3Au as a func-
tion of annealing time during disorder-order measure-
ments is compared with ‘small-step’ annealing treat-
ments (order-order relaxation) [19]. Of two samples
relaxed during annealing one is repeatedly disordered
after each annealing (full symbols) whereas the other
sample always remains in its increasingly ordered state
(open symbols, for more details see [19]). It can be seen
from Fig. 2 that the kinetic behaviour results different
for the disordered and the ordered sample, respectively.
A careful analysis showed that for the disorder-order
transformation besides a fast ordering process describ-
ing the order-order relaxations by a fast elimination of
antisite atoms within the well-developed ordered do-
mains, a very slow process is involved which could be
explained as arising from the growth of ordered do-
mains: As antiphase boundaries dissolve, the overall

Figure 2 Relative change of resistivity during isothermal annealing of
Cu3Au. For details see text and [19].

LRO-parameter increases. This example demonstrates
that the evolution of the antiphase structure yields a
considerable contribution to electrical resistivity which
under certain circumstances can be separated from the
homogeneous LRO-resistivity.

A third example for the efficiency of the REST-
method demonstrates how the high resolution can eluci-
date the phenomena during the very early states of LRO-
establishment. A detailed investigation of changes of
LRO in B2-ordered Fe-48 at.% Al by REST brought
to light an unexpected behaviour [21]. Keeping to low
annealing temperatures and/or short annealing times
quasi-stable states of LRO were observed in consid-
erable distance from values of thermodynamical equi-
librium. With increasing temperatures and/or increas-
ing annealing times a growing tendency towards true
states of thermodynamic equilibrium became appar-
ent. The findings could be consistently explained by
the temperature/time-dependent action of the vacancies
which mediate all configurational changes in a mate-
rial like FeAl. This is demonstrated in Fig. 3, where
the change of resistivity during isochronal annealing is
given as a function of the annealing temperature. The in-
creasing volume of the sample the vacancies visit with
increasing temperature and time during their random
walk is demonstrated by a 2D numerical simulation of
the vacancy motion and given by inserts at the corre-
sponding annealing temperatures. Regions of the crys-
tal that have been visited by a vacancy appear in black.
It is seen from this qualitative illustration that an overall
thermodynamic equilibrium of order in the whole crys-
tal volume is achieved only when these regions become
interconnected. It can be concluded that the experimen-
tal observation of vacancy-mediated changes of atomic
configurations for certain vacancy parameters will yield
different results in different temperature intervals [22].
What this really means is: The diffusion mediating de-
fect mechanism may change completely the original
transformation process as expected from a continuum
kinetic treatment.
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Figure 3 Relative change of resistivity versus temperature as measured during isochronal annealing of Fe-44.8 at.%Al [21]. The inserts for some
given temperatures schematically show the regions which have been visited by vacancies during their random walk within the isochronal time interval
(black).

A final example has to be mentioned with respect to
the proposed comparison with MC simulations of atom
movement and ab initio calculations of defect proper-
ties. Ni76Al24 + 0.19 at.%B was investigated by REST
during a small-step annealing treatment. The analysis
of the very fine resistivity changes during the LRO-
relaxations gave evidence for the simultaneous action
of two processes with a considerable difference in re-
laxation time and a comparatively high ordering activa-
tion energy greater than 4 eV. Experimental details and
findings are already very well documented [23, 24]. The
puzzling results from experiment stimulated simulation
studies of atomic movement as well as the calculation of
defect properties from first principles which are shown
in the next subsections.

3. Kinetic Monte-Carlo simulation
Many single atom jumps work together to change the
configuration of an alloy over a time interval of obser-
vation. How can we describe this collective process?
Different levels of approximation are obviously possi-
ble. In the most far-reaching simplification, we would
regard a typical lattice site, say a position on a speci-
fied sublattice, surrounded by an average environment
determined for instance by the current value of an LRO
parameter. A mean flux of atoms/vacancies to or from
this lattice site would then induce a change of the oc-
cupation probability for a given atom for the site type
considered. While such a mean field model leads to
an order-disorder kinetics of sorts, it is certainly not
able to account for any details resulting from higher-
order correlations or to deal with inhomogeneities in
order parameter or composition. Reducing by one level

the amount of averaging and advancing towards a more
general description we arrive at a model where each lat-
tice site is regarded individually [25–27], its occupation
probability changing by a net flux of atoms/vacancies
depending on its specific surroundings. How these en-
ter the flux equations now depends on the amount of
correlations considered and on the averaging proce-
dure chosen. Both this latter type of model, which
can describe the evolution of spatially inhomogeneous
structures, and the previous one, being master-equation
methods, cannot however deal with phase transitions
like nucleation where paths contrary to the mean path
become rate-determining. Monte Carlo simulations es-
cape this specific limitation by doing a computer exper-
iment mimicking as closely as possible what is actually
happening in the real crystal: Atoms move by chance
according to a distribution of jump probabilities (see
textbook by Binder and Heermann [28]). As the set of
lattice sites considered in the simulation cannot be as
large as the real specimen, the numerical limitation has
to be compensated statistically by repeating the simu-
lation a certain number of times with different random
number sequences.

The simplest and historically the first MC simulation
method was the Metropolis algorithm, originally em-
ployed to calculate the motion of neutrons [29]. The
probability of a transition was taken to be a Boltzmann
factor containing the difference in internal energy be-
fore and after the transition. If the jump resulted in
lower energy, it was assumed to happen practically in-
stantly with probability 1. An attempt frequency could
be omitted in choosing the time step of the MC simu-
lation as reciprocal to it. Carrying out a normalization
so that the probabilities sum up to one we arrive at the
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still widely used Glauber algorithm [30]:

�ij = e− �E
kT

1 + e− �E
kT

(2)

It must be noted that this probability is not a pure
Boltzmann factor if the denominator in Equation 2 is
not close to one, and inconsistencies could be incurred
when making an Arrhenius analysis of kinetics as found
by MC simulation.

At each MC step, the dice are thrown twice: First po-
tential jump partners are chosen. Then another random
number r is generated to decide if a jump takes place
at all:

r ∈ [0, 1]

0 ≤ r ≤ �ij jump (3)

�ij < r ≤ 1 no jump

The obvious disadvantage of such a procedure is that
if the Boltzmann factor is small, a large number of
“empty” cycles could occur. This led to the develop-
ment of a MC algorithm where a jump is guaranteed
at each cycle, the so-called residence time algorithm
[31–33] . It is founded on the concept of the diffusion
jump as a Markovian process. In the case of a vacancy
mechanism, let us regard an ensemble of vacancies each
sitting in identical environment amidst z nearest neigh-
bour atoms. Each of these systems can be in state 0,
when the vacancy has not yet jumped and is at its orig-
inal position, or in any of the states j, j = 1, . . . , z ,
after it has exchanged with atom j . Calling the transi-
tion probabilities per unit of time �j, we arrive at the
following set of differential equations governing the
state of the ensemble (p0 is the number of systems in
state 0, divided by the total number of systems in the
ensemble etc.):

ṗ0 = −p0

z∑
j=1

�j

(4)
ṗj = p0�j

with solution

p0 = e− ∑
�jt

(5)
pj = �j∑

�j

[
1 − e− ∑

�jt

]

It is thus seen that the original state of the vacancy
decays with the sum of the transition intensities by ex-
change with all possible jump partners. The time inter-
val of the MC step is now taken as

�t = 1∑
�j

(6)

after which the probability of the original state has de-
cayed by 1/e. This way it is guaranteed that with rea-
sonable probability at least one of these jumps will have

happened within �t . Of course one has to keep a record
of the sum of the intervals which can be translated to
physical time with proper assumptions on prefactors
and attempt frequency. (A refinement of the algorithm
determines the length of �t by another random vari-
able, after which one proceeds with the solution of the
differential Equations 5. This complication does not
seem to be worthwhile, however). The decay channel
j has now to be determined by a random variable r . The
relative probability is

qj = �j∑
�j

(7)

Channel j is chosen, if

r ∈ [0, 1]
(8)

j−1∑
k=1

qk < r ≤
j∑

k=1

qk

The obvious advantage of the residence time algorithm
is that empty cycles are avoided, the disadvantage is that
probabilities for all of the z possible jumps have to be
calculated. This makes this algorithm less suitable for
direct exchange of atoms (Kawasaki dynamics) because
of the necessary book-keeping for all possible jumps.
It is, however, very well suited for a vacancy mecha-
nism. One vacancy in the computation cell suffices, if
vacancy concentration is sufficiently small to exclude
vacancy-vacancy interaction effects: Because a jump
takes place in any case, no (computing) time is won
when introducing more vacancies into the calculation.

Up to now we did not give any explicit shape to the
transition rates �j. If the lattice is sufficiently stable and
gradients and driving forces are not too large, with rea-
sonable confidence we can apply transition state theory
[34]. It assumes that as soon as the jumping atom has
reached a transition saddle point state which is thought
to be in thermal equilibrium with the initial resting state,
it will certainly make the transition. For the transition
rate we get in this case

�j = νje
− �Eis

kT (9)

where νj is an attempt frequency containing a quotient
of normal frequencies in the initial and the transition
state, respectively, and a factor accounting for the dif-
ference in vibrational entropy between initial state and
transition state. �Eis means the energy difference be-
tween initial and saddle point state, which has to be
calculated by means of a sufficiently accurate model of
the crystal energy. In some instances it may be approx-
imated by pair interactions broken when the atom is
taken from its intial resting position and restored when
at the saddle point:

�Eis =
∑

s

ε′
is −

∑
i

εij (10)

MC simulations of atom configuration equilibria and
kinetics were performed almost as soon as electronic
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computing became available (see review [35]). From
the great number of MC studies we name but a few
examples. A direct exchange of atoms was often used
in connection with a Metropolis or Glauber-type algo-
rithm because it speeded up the calculation with respect
to a vacancy mechanism. For this reason the question
arose how the kinetic path was affected by the specific
exchange mechanism adopted. It could be shown that
a vacancy mechanism and a direct exchange mecha-
nism can lead to significant qualitative and quantita-
tive differences. So it turned out that a considerable
amount of antisite defects remain within the ordered
domains due to the strong localization of vacancies to
the domain boundaries [36], an effect which is not seen
with a direct-exchange mechanism. In investigations of
short-range ordering, Gahn and Pitsch [37, 38] directly
showed the influence of the atom jump mechanism on
the kinetic path in a phase space subtendend by different
short-range order parameters.

An extensive investigation of ordering kinetics in
L12-ordered Ni3Al was undertaken by Kozubski and
co-workers [39–41] using initially a Glauber-type al-
gorithm. Like the experimental resistivity curves [23,
24], the long-range order parameter could be rendered
well by a linear combination of two exponentials. This
was later proved in a more direct way by performing,
again by MC techniques, what essentially amounts to a
Laplace transform. The resulting spectrum of exponen-
tial relaxation processes very clearly shows a bimodal
distribution [40].

It was the group around G. Martin and P. Bellon who
first made extensive use of a residence-time algorithm
for atom kinetics via a vacancy mechanism. As a very
interesting example of the systems treated by these au-
thors showing at the same time ordering and precipi-
tation we mention B2-ordered FeAl below and in the
vicinity of a tricritical point [42]. Depending sensitively
on concentration and the exact value of the asymme-
try εAA–εBB in the cohesive energies different complex
morphologies appear showing remarkable similarity to
experiments [43] (Fig. 4). The phenomenon of localised
ordering in the restricted random walk regions of the
vacancies could also be observed (compare [22, 44],
and chapter 2 of this paper).

Fratzl and co-workers [45, 46] included a term ac-
counting for elastic energy in the Ising-like Hamilto-
nian of a segregating system and were thus able to
reproduce typical shapes of precipitate particles as a
consequence of elastic anisotropy. In another simula-
tion [47], it was shown, that the qualitative behaviour of
coarsening of a disperse precipitate phase is influenced
by the diffusion mechanism. In the direct-exchange
model (Kawasaki dynamics) classical Ostwald ripen-
ing always predominates, which is based on solute
transport between small and large particles by diffu-
sion in the matrix phase. For a vacancy mechanism
movement of the whole precipitate and coagulation can
become the dominant coarsening mechanism. The ob-
vious reason is that vacancies are attracted to phase
boundaries.

Work is in progress with the intention to make the MC
computation both more economical and more mean-

ingful from the physical standpoint. As an example we
mention the search for shortcuts around strongly cor-
related jumps which would have the vacancy oscillat-
ing for a large number of cycles between two lattice
sites [48]. Theoretical improvement must be achieved
by finding more well-founded expressions for the tran-
sition probabilities. According to transition state theory
the initial and the saddle point energies of the jumping
atom must be known for the given atomic environment.
In many treatments essentially only the initial and final
states have been used for the transition probabilities,
and only in the approximation of pair interactions. At
this point, the ab initio efforts come into play.

4. Ab initio approach to energetics of lattice
defects and their migration barriers

It is our aim to describe interactions between atoms by
solving Schrödinger’s equation for the wavefunctions
of electrons of the many atoms in a solid. The funda-
mental problem herein is the many-body interaction of
the electronic system. Within density functional theory
as derived by Hohenberg and Kohn [49] the central rôle
of the wavefunction is replaced by the electron density
which in a unique way determines the total energy of
the ground state of the electrons in the external potential
generated by the nuclei.

A major step for practical application was done
by Kohn and Sham [50] who introduced an effective
single-particle orbital like scheme. The purpose of these
orbitals is to build up the true ground state charge den-
sity which defines—when integrated—the total number
of electrons. From these ideas a stationary Schrödinger
like equation of the form

Ĥ�i = εi�i (11)

Ĥ : = (−h̄2/2m)� + veff(r) (12)

for the i-th quantum state is derived. The effective po-
tential veff(r) is a sum of the external potential, classical
Coulomb interactions plus a term vxc which contains the
many-body or exchange-correlation interactions. The
quality of the results then depends on the approxima-
tions one has to make for the potential vxc. The first
and astonishingly successful approximation was based
on the homogeneous electron gas: locally the true elec-
tron density was replaced by the density value of the
electron gas for which the exchange-correlation energy
can be determined (local-density approximation, LDA).
Leading to significant errors for systems with valence
electrons of a more localised nature, LDA was later
systematically improved leading to a variety of general-
gradient approximations (GGA).

For the treatment of localised defects, Green’s func-
tion methods have been proposed [51, 52]. However,
they cannot be generalized to more complex struc-
tures and lattices with reasonable effort. Therefore, for
defects in alloys, compounds etc. one rather chooses
methods with three-dimensional boundary conditions
for which one knows that unit cells with 50–100 atoms
can be treated with very good accuracy and reasonable
computer time. The defects are then included within a
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Figure 4 Simulation of ageing sequences (horizontally) in FeAl below the tricritical point [42]. A2 and B2 phases appear as dark and white regions,
respectively. Al concentrations are: 10% (a)–(c), 25% (d)–(f), 40% (g)–(i).

suitable supercell. Its size should be sufficiently large
so that defect-defect interactions become vanishingly
small which can be tested by calculating energies as a
function of supercell size. Having accepted the super-
cell concept, all well-established quantities can then be
derived such as forces and energies, and —what is more
demanding–reaction and diffusion paths and barriers.

The description of the effective potential must be
chosen according to the specific requirements. In
particular when accurate forces in a low-symmetry
environment are needed, methods without shape
approximations to potential or charge density have to
be applied. One of the most accurate methods is the all-
electron full-potential linearized augmented plane wave
(FLAPW) [53] approach. Pseudopotential methods, in
which valence electrons move in a field of ions gener-
ated by the nuclei and the frozen core charges, are faster
in particular for large systems. If the pseudopotential is
constructed as close as possible to the true potential—as
it is done by the projected-augmented-wave [54] ver-
sion of the Vienna Simulation Package (VASP) [55]—
then the results of VASP and FLAPW are very close

as was tested extensively. All results discussed in the
following section are based on VASP calculations.

Strictly speaking, energies based on standard den-
sity functional theory are valid only for the groundstate
at T = 0 K. This restriction can, however, be lifted
and statistical temperature dependent quantities can be
derived as will be discussed below. A physically use-
ful energy always has to refer to some reference. The
computational methods deliver either total energies (for
all-electron methods) or pseudocohesive energies for
pseudopotential type calculations. Only differences of
such energies are meaningful, e.g.,

�E(N1, . . . Nn) = Ecomp(N1, . . . Nn)

− [N1 E1 + · · · Nn En] (13)

The quantity Ecomp is the calculated energy for a
compound consisting of Ni atoms of type i , and Ei
are suitable reference energies. For example, the en-
ergy of formation for Ni3Al is calculated by taking
the difference of the groundstate energies, �E(Ni3Al)
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= E(Ni3Al) − [3E(Ni) + E(Al)] with the reference
energies E(Ni) and E(Al) describing the metal-
lic ground states. Considering the ab initio energy
E(V, T = 0) as a function of volume V the formation
energy �E corresponds to a difference of Helmholtz
free energies with T = 0.

Our aim is to investigate the stability of point-like de-
fects for binary intermetallic compounds such as Ni3Al.
On the basis of density functional results, temperature
and concentration dependent formation energies, con-
centrations of defects and related quantities are calcu-
lated in the framework of a statistical model. For the
present considerations we focus on the most simple de-
fects which consist in antisite atoms and vacancies on
the respective sublattices.

The derivation of a statistical concept for an homoge-
nous compound is more complicated than for one-atom
type systems by the condition that stoichiometry has to
be preserved which means that various kinds of defects
have to coexist. It is necessary to work with a grand-
canonical ensemble for which the number of particles
can be adjusted by chemical potentials [56, 57].

Let the supercell energy for a defect species A at lat-
tice site λ be ελ

A. For example, εNi
Al denotes an Al antisite

defect for which an Al atom is sitting on a site of the
Ni sublattice. For a supercell of 32 atomic sites corre-
sponding to the Ni3Al lattice, the composition with this
antisite is Ni23Al9. The supercell energy for a vacancy
at the Ni sublattice is given by εNi

vac corresponding to
Ni23Al8 for the 32 sites supercell. For noninteracting
defects and sufficiently low concentrations of defects
the energies ελ

A are independent of the concentration.
The defect systems should also be at their ground states,
i.e., no pressure is acting on them. This assumption can
be lifted and more general expressions can be formu-
lated including pressure-volume terms [56, 57].

Minimizing the grand canonical potential with re-
spect to the number of point defects expressions for the
concentrations of point defects are derived. For exam-
ple, for a vacancy at a Ni site one obtains [57]

cNi
vac = MNi

M

e−(εNi
vac+µNi)/kT

1 + e−(εNi
vac+µNi)/kT + e−(εNi

Al+µNi−µAl)/kT

(14)

where M represents the total number of available sites,
and M Ni the available sites of the Ni sublattice of Ni3Al.
In a similar way, the concentration for an antisite defect
(Al atom on a Ni site) is expressed by

cNi
Al = MNi

M

e−(εNi
Al+µNi−µAl)/kT

1 + e−(εNi
vac+µNi)/kT + e−(εNi

Al+µNi−µAl)/kT

(15)

The concentrations for the Ni-rich defects (Al va-
cancy and Ni antisite) are formulated correspondingly.
The so far unknown chemical potentials obey the
equation

G = µNi NNi + µAl NAl (16)

for the Gibbs energy G.

The general composition of the compound in-
cluding the defects in a suitable way is given by
NNi/NAl = x/(1 − x) where Ni is the total number of
atomic species i = {Ni, Al}, and x varies in a small
range around x0 = 0.75 for Ni3Al. With all the equa-
tions and conditions and including the supercell en-
ergy for the perfect compound the chemical potentials
are calculated from a set of coupled equations. As is
visualized by Equations 14 and 15 the defects are in-
termixed in order to maintain the overall composition.
The chemical potentials depend on (p, T, x) in gen-
eral. For example, the energy cost for the formation of
a Ni vacancy for a given concentration x amounts to
ENi

vac = εNi
vac +µNi(x). The chemical potential µNi is the

energy of adding a Ni atom. The discussed techniques
were applied for example to Ni3Al which is also well
studied in literature [58].

The calculation of the ab initio energetics of a
32-atom supercell with a defect needs typically a few
hours on a 2 GHz single-processor PC for a sufficient
number of k points. This includes relaxation of the
atomic positions which is now necessary because the
defect destroys the L12 symmetry of the perfect Ni3Al
compound. For Ni3Al the relaxation energy �ε(relax)
as well as geometrical changes around the defect are
largest when Al is placed at a position with other Al
atoms as nearest neighbours, which is the case for an
Al antisite atom on a Ni-sublattice site. Because the
bond lengths in Ni3Al are smaller by the considerable
amount of 13% as compared to Al-Al distances in the
free metal, Al in the compound tries to push neighbour-
ing Al atoms away. This leads to an energy gain value
of �ε(relax) = εNi

Al (relax)−εNi
Al(unrel) = −0.3 eV ap-

plying directly the ab initio energies ε. A very strong
size effect is even found for Al3Ni [57]: the formation
energy of a Ni vacancy is lower (more binding) than for
an Al antisite. Usually, as it is also the case for Ni3Al,
antisite formation is less costly than the creation of va-
cancies.

For the ab initio set of the four defect formation en-
ergies (the Ni- and Al-vacancies, and the Ni- and Al-
antisites) the statistical model yields the thermodynam-
ical formation energies at 1000 K for the relaxed atomic
positions, ENi

Al = EAl
Ni = 0.57 eV, ENi

vac = 1.51 eV,
EAl

vac = 2.0 eV [59]. These results were obtained for the
stoichiometric composition of NNi/NAl = 3/1. Mean-
ingful results for varying compositions can also be de-
rived as long as the deviation from the 3/1 composition
is sufficiently small, i.e., the defects can be considered
to be noninteracting.

The antisite defects are the most probable defects
because the energy cost is the lowest. The energies for
both antisites in the grandcanonical formalism are equal
because of the condition NNi/NAl = 3/1. If the concen-
tration changes, then the vacancy energies will be also
involved, as the proper mixture of defects for a given
global stoichiometry is governed by the chemical po-
tentials µNi and µAl.

Fig. 5 shows the calculated concentrations according
to Equations 14 and 15. It should be noted that the ab-
solute values of the concentrations are not to be taken
too seriously due to the approximations of the statistical
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Figure 5 Point defect concentrations in Ni3Al as calculated by a
32-atom supercell ab initio calculation.

model [57]. The relative concentrations, however, are
meaningful. As is evident from Fig. 5 the concentration
of antisites is by far the largest as follows from the low
formation energies. Concerning the formation of vacan-
cies, Ni vacancies are more abundant than Al vacancies
by a factor of about 1000.

All atom jumps observed e.g., during resistivity re-
laxation experiments in Ni3Al are assumed to take place
by exchange with vacancies. Studying possible pro-
cesses for creating disorder such as Al jumps to a vacant
Ni site and vice versa (Fig. 6a and b) calculations were
done for the paths by displacing the migrating atom in
a quasi-static way and partially relaxing the positions
of the surrounding atoms (full lines in Fig. 6a and b).
Not relaxing the atoms, i.e., freezing the lattice, results
in significantly higher energy barriers (dashed lines in
the figure). Because Ni vacancies are easier to form
(ENi

vac = 1.51 eV) than Al vacancies (EAl
vac = 2.0 eV)

the most probable creation of disorder is moving an Al
atom to a vacant Ni site (Fig. 6a). The energy profile
shows a striking asymmetry: The barrier for the forward
jump is about 1.0 eV, much larger than 0.3 eV for the
back jump. This is due to the fact that after jumping to
a Ni site Al has now three nearest neighbour Al atoms.
This situation is energetically unfavourable because of

Figure 6 Energy profiles for migration of a single Al atom towards a Ni
vacancy (panel a) and a single Ni atom towards an Al vacancy (panel b)
for Ni3Al. Dashed line: unrelaxed atomic positions; full line: positions
relaxed.

the larger atomic radius of Al as compared to Ni. When
Ni is jumping to an Al vacancy (Fig. 6b) the barrier is
symmetric: Ni easily fits into the vacant Al site. In other
words the energy for a single Al vacancy is practically
the same as for the combined defect of a Ni antisite
with a neighbouring Ni vacancy.

5. Interpretation of REST measurements by
MC and ab initio calculations: Ideal picture
and practical puzzles

The signal obtained from a resistivity measurement
contains a multitude of microscopic contributions
which add up in an intricate, highly complex manner. If
we want a reasonable interpretation of the macroscopic
data in terms of atom jumps, we must re-enact this sta-
tistical co-operation and interconnection in a theoretical
model. This can be done in a hierarchy of steps. On the
lowest level, the transition probability of the single atom
jump in a given atomic environment can be calculated
by a suitable ab initio or molecular dynamics method.
Next, the crystal structure defines the jump geometry,
which for the intermetallic compounds considered here
is given by the positions of the nearest neighbour atoms
adjacent to the vacancy. Next, a kinetic MC algorithm
sums up the single atom jumps statistically. The result-
ing configuration must then be described by the proper
parameters which enter electrical resistivity theory, for
instance LRO and SRO parameters. The kinetic rates of
these parameters can then be analysed in a similar way
as the kinetic rates from experiment. For example, we
can make an activation analysis by an Arrhenius plot
and investigate how the integral parameters obtained
thereof relate to the single atom jump processes.

A combined attack along similar lines has recently
been tried on Ni3Al as a model system. Order-order re-
laxation kinetics was first studied by means of high pre-
cision resistometry. Then atomic jump processes were
modeled by Monte Carlo simulations and finally defect
energies were calculated by ab initio methods. Mea-
surements gave evidence for the simultaneous action
of two exponential thermally activated processes with a
comparatively high activation energy greater than 4 eV
[23, 24]. The same qualitative scenario followed from
MC simulations using a Glauber algorithm with plau-
sible interaction energies as input which correspond to
the order-disorder transition. The faster process could
be identified as the fast annihilation/production of an-
tisite pairs, whereas the much slower second process
was interpreted as mainly due to the separation and
distribution of antisites [40]. Looking for microscopic
reasons for the rapid creation of antisite pairs, migra-
tion profiles of atoms were calculated by the ab initio
methods described above and in fact led to a striking re-
sult. As shown in Fig. 6 an Al atom jumping to a Ni site
ends up in a very shallow energy minimum at higher
energy level which results in a much larger probability
for jumping back than for reaching the antisite position.
How can Al antisite defects which are needed to create
disorder then be stabilised? A very convincing mecha-
nism is to assume that the back jump of Al is blocked
by a practically simultaneous migration of a Ni atom
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towards the just created Al vacancy. We calculated bar-
riers for such co-operative jumps by studying moving
pairs of Ni and Al atoms. The smallest barriers for such
jumps with a symmetric energy profile are in the order
of 1.5 eV (in a relaxed atom environment), which is
larger but still comparable to the barrier of the single-
atom Al jump. Therefore, a reasonable finite probability
exists that the empty Al site is indeed blocked and Al
can remain in its antisite position. Similar results have
very recently been found by molecular dynamics sim-
ulation [60] showing a considerable increase in barrier
height in comparison to molecular statics calculations.
This is a further strong indication for a co-operative
coupling of atom jumps.

Estimating the overall activation energy for the
change of order, i.e., the energy derived from the resid-
ual resistivity measurements, we add the largest va-
cancy formation energy and a barrier height of about
1.5 eV resulting in a value not larger than 3.5 eV which
is in some disagreement with the experimentally deter-
mined value lying above 4 eV. We have to keep in mind,
however, the speed of the transition. If its time scale is
considerably shorter than that for relaxation of the sur-
rounding lattice sites a higher barrier can ensue. The
calculated antisite energies on the other hand fit very
well to data determined by a statistical-thermodynamic
model from activity measurements [61]. At present we
try to resolve the discrepancy by using Ni3Al specimens
without boron additions. Also single crystal samples
will be used. Experiments are being extended to other
L12-ordered compounds, e.g., Ni3Ga, and other order-
ing systems, e.g., B2-ordered FeAl and L10-ordered
FePd. Further, the partially inadequate Glauber algo-
rithm is presently replaced by a residence time algo-
rithm which is expected to yield a realistic Arrhenius
behaviour of the kinetic processes. Jump barriers based
on ab initio results and depending on the specific atomic
environment of the jumping atom are to be incorporated
into the MC algorithm.

The primary aim of the combined application of the
methods we have just described is thus to make sure
what is really contained in the macroscopic experi-
mental signal like resisitivity or heat transfer, enabling
therefore a valid interpretation. However, we want to
draw attention to the fact that simulation gives a wealth
of structural and kinetic information on a continuous
sequence of scales beginning from the co-operation of
single atoms. This is of great help in unravelling the
details of complex combined reactions (e.g., Fig. 4)
where the integrating measurement leaves open several
possibilities of explanation. Tracking the behaviour of
the diffusion-mediating defect can provide insight on
otherwise puzzling results, such as when the character
of a phase transformation deviates strongly from what
is expected ı́n the light of continuum theories [22].

In conclusion, the application of modern ab initio
techniques allows a detailed study of the energetics of
atom interaction with reliable numerical results. How-
ever, for a complete description of the actual defect for-
mation, migration and annihilation, and to connect the
macroscopic kinetic observables to their microscopic
constituents, Monte Carlo simulations are the meth-

ods of choice, with the transition probabilities for atom
jumps based on density functional ab initio results.
We believe that the combination of judiciously cho-
sen, highly sensitive experiments, up-to-date ab initio
calculations and Monte Carlo techniques is a power-
ful set of tools to gain a fundamental understanding of
the role of defects in compounds, which will allow to
answer open questions on configurational kinetics in a
truly quantitative manner.
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7. S T . F R A N K, U. S Ö D E R V A L L and C H R. H E R Z I G , Inter-
metallics 5 (1997) 221.

8. S . V . D I V I N S K I , S T . F R A N K, U. S Ö D E R V A L L and
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42. M. A T H È N E S , P . B E L L O N, G. M A R T I N and F .
H A I D E R , Acta Mater. 44 (1996) 4739.

43. K . O K I , H . S A G A N E and T . E G U C H I , J. de Physique (Paris)
Colloq. 38 (1977) C7-414.

44. S . M. A L L E N and J . W. C A H N , Acta Metall. 24 (1976) 425.

45. P . F R A T Z L and O. P E N R O S E , Acta Metall. Mater. 43 (1995)
2921.

46. C . A . L A B E R G E, P . F R A T Z L and J . L . L E B O W I T Z , Phys.
Rev. Lett. 75 (1995) 4448.

47. P . F R A T Z L and O. P E N R O S E , Phys. Rev. B 55 (1997) R6101.
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